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Abstract 

This paper asks whether, when assessing the safety of regulated products, the standards of scrutiny and evaluation 
deployed by regulatory officials and scientific advisors differ for evidence indicating that a product might be harmful 
compared to evidence indicating an absence of harm. Four cases from the field of food chemical regulation are ana-
lysed for which safety appraisals were conducted by European and US regulatory institutions between the late 1980s 
and the 2010s. The cases concern selected areas of the possible toxicity of ethylene bisdithiocarbamate fungicides, 
a genetically modified variety of Bt maize, the artificial sweetener Aspartame, and the herbicide Glyphosate. We find 
that evidence that those products were unlikely to be harmful was routinely accepted by regulatory bodies as reli-
able, relevant, and sufficient to support judgements of safety, even when that evidence was incomplete, equivocal 
or the underlying studies were inadequate or flawed or both. By contrast, evidence indicating possible or actual 
hazards and risks was subjected to far more critical scrutiny to try to discern any possible grounds for discounting 
it, including reasons that were deemed not to be a problem when they characterised evidence indicative of a lack 
of harm, or when those reasons were entirely speculative or were contradicted by available evidence. We identify 
and characterise several different types of evaluative asymmetry and argue that all are antithetical to the effective 
protection of public and environmental health. Several also violate indispensable scientific requirements for making 
valid inferences and reaching well-founded conclusions; that is, they are scientifically defective. Their deployment 
misleads many policy decision makers and most of the public. Their effect is to conceal the scope for diminishing pos-
sible harm. We outline hypotheses as to why asymmetric patterns of scrutiny and evaluation appear to be a relatively 
widespread phenomena across different regulatory jurisdictions and time periods.
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Background
When bovine spongiform encephalopathy (BSE), com-
monly known as ‘mad cow disease’, was discovered in 
UK cattle herds in the mid-1980s, it was not obvious 
that the British government’s assessment of the threat 
posed by the novel disease, or its response to it, would 
cause any more political problems than its actions in 
relation to a wide range of other high profile food safety 
and industrial risk issues during that era. There was 
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nothing conspicuously distinctive about the govern-
ment’s approach to BSE.

Nevertheless, that approach went on to trigger a severe 
science-based political crisis. In March 1996, a decade 
after BSE had first been identified, Ministers announced 
that a new, fatal brain disease in humans had been dis-
covered and was very likely to have been caused by con-
sumption of BSE-contaminated food. A handful of cases 
in young people had by then been identified, but the 
government’s advisors made it clear that the number of 
future human deaths was at that stage totally unpredict-
able [1]. Whilst that announcement was always going to 
be a shock, the key reason why it triggered a political cri-
sis was because medical and veterinary officials and Min-
isters had insisted repeatedly, throughout the previous 
decade, that BSE posed no threat to human health ([2], 
para. 1180).

A subsequent public inquiry identified many ‘short-
comings’ in the UK government’s management of BSE, 
but it emphasised that a fundamental problem was the 
pervasive failure to acknowledge, articulate and respond 
adequately to scientific uncertainties ([2], paras. 1260–
1301). When BSE was first discovered, agricultural offi-
cials, and subsequently an early advisory committee, 
sanctioned the optimistic hypothesis that BSE originated 
from, and would behave just like, a disease of sheep and 
goats called scrapie, which was widely assumed to be 
harmless to humans. That hypothesis was provisional, 
based on very limited, circumstantial evidence—or 
‘largely on guess work’ as one of the government’s expert 
advisors privately admitted to a colleague at the time ([3], 
para. 10.33). Yet, in early reports to Ministers and to the 
public, veterinary officials, in collaboration with expert 
advisors, represented that hypothesis if it were more 
robust than was in fact the case ([3], paras. 10.25–10.37 
and 11.1–11.13). When, subsequently, emerging pieces of 
evidence progressively undermined that theory, a small 
circle of senior scientific advisors and officials failed 
explicitly to convey those facts to Ministers, the rest of 
government or to the public ([4], paras 4.498–4.759 
and 5.287–5.294 and 5.344). The initial over-confident 
endorsement of the ‘BSE is scrapie in cows’ hypothesis, 
and its status for many years within most of the UK gov-
ernment as received wisdom, were the main reasons why 
the most important regulatory interventions to diminish 
human exposure to the BSE agent were not introduced 
until nearly 3  years after BSE was first discovered, and 
why few of those responsible for the implementation and 
enforcement of those regulations believed them to be 
necessary ([2], para. 1186).

A key characteristic of the UK government’s institu-
tional evaluation of BSE risk, albeit one under-acknowl-
edged by the Inquiry, was its asymmetrical character. 

Therefore, whilst the hypothesis that BSE was ‘scrapie in 
cows’ and would behave just like scrapie was portrayed as 
if it were more robust than was in fact the case, alterna-
tive hypotheses were glossed over in early advisory com-
mittee reports to Ministers and subsequently ignored in 
official representations of BSE policy ([3], paras. 10.25–
10.37, [5]) Those alternative hypotheses, namely, that 
BSE might not have derived from scrapie or that even if 
it had, it might not behave the same way once passaged 
into cattle, were also supported by circumstantial evi-
dence, and were no less plausible given what (little) was 
known about the nature and behaviour of the infectious 
agent [5]. The handful of academic scientists who insisted 
on discussing those alternative hypotheses in public and 
their implications (which were that we had no idea of the 
potential risks to humans) were treated with hostility and 
contempt by ministers and officials ([6], para. 5.16). Vet-
erinary officials often claimed that that there was no evi-
dence or rational basis to suggest the possibility that BSE 
might pose a risk to humans, and that the academic crit-
ics were making scientifically spurious, politically moti-
vated interventions ([4], paras. 4.559 and 4.522).

Evaluative asymmetries are frequently encountered
Our central argument in this paper is that, in the context 
of technology regulatory policy-making there was, and 
continues to be, nothing particularly unusual about that 
form of official evaluative asymmetry. Our research, and 
the research of others we discuss in this paper, indicate 
that evidence that a product is unlikely to be harmful is 
routinely accepted by official regulatory bodies in the UK 
and elsewhere as unproblematically reliable, relevant, 
and sufficient to support judgements of safety, even when 
that evidence is incomplete, equivocal or the underlying 
studies were inadequate or flawed or both. By contrast, 
evidence indicating possible or actual hazards and risks is 
frequently subjected to far more official critical scrutiny, 
to try to discern any possible grounds for discounting it, 
including reasons that were deemed not be a problem 
when they characterised evidence indicative of lack of 
harm, or when those reasons were entirely speculative or 
even when they were contradicted by available evidence.

Since this evaluative asymmetry occurs during the 
production of regulatory-scientific claims and advice, 
policy makers are often unaware that such choices have 
been made; or that those evaluative choices are being 
made for them by officials and scientific advisory bodies. 
We argue that this pattern of asymmetrical evaluation is 
sometimes scientifically defective and always antitheti-
cal to the effective protection of public and environmen-
tal health. It misleads many policy decision-makers and 
most of the public. It renders inconspicuous the scope for 
measures that could diminish possible harm and, more 
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generally, for exercising technological choices. It reflects 
and reproduces institutional biases in favour of which-
ever technological products industrial firms choose to 
commercialise.

In what follows, we illustrate our argument with four 
cases from the field of food chemical regulation for which 
safety appraisals were conducted by European and US 
regulatory institutions between the late 1980s and the 
2010s. The cases concern selected aspects of the putative 
toxicity of (1) ethylene bisdithiocarbamate fungicides, (2) 
a variety of genetically modified Bt maize, (3) the artifi-
cial sweetener Aspartame and (4) the herbicide Glypho-
sate. The cases were selected in part, because we are 
familiar with them: the first two are based on research 
that we have previously undertaken on the ways in which 
evidence was evaluated during regulatory appraisals [7, 
8], and the remaining two are based partly on work that 
others have undertaken on how evidence was evaluated. 
The section of the glyphosate case on European regula-
tion is based on work that we undertook specifically for 
this paper, and has not previously been published, and 
therefore, the discussion of that case is longer than the 
other three. Our choice of case studies also reflected the 
fact that we wanted to include cases that occurred both 
before and after important changes to regulatory practice 
introduced in the wake of the BSE saga at the end of the 
1990s and early 2000s.

Our discussions of cases 1, 2 and 4 differ in one key 
respect from the discussion of aspartame. The latter 
summarises the totality of the European Food Safety 
Authority’s assessment of toxicological studies on aspar-
tame in respect of a broad set of toxicological endpoints. 
In relation to cases 1, 2 and 4; however, the discussions 
focus more narrowly on selected sub-sets of toxicologi-
cal endpoints. The discussions are not comprehensive, let 
alone exhaustive, but they may be sufficient to illustrate 
our key claim about pervasive evaluative asymmetries in 
official regulatory toxicological assessments. We are not 
claiming that those cases are entirely representative of 
the totality of regulatory topics or settings, but they do 
provide evidence that evaluative asymmetries are a quite 
widespread phenomenon across several jurisdictions and 
time periods. Our subsequent discussion distinguishes 
between different kinds of evaluative asymmetry evident 
from the four cases, and points to some possible reasons 
for those phenomena.

Value‑laden judgements and regulatory‑scientific 
appraisals
Contestation over the knowledge claims that regulatory 
institutions produce and rely on to inform policy deci-
sion-making, and to justify their decisions, has been an 
enduring feature of regulatory politics for many decades 

[5, 9, 10]. On controversial regulatory issues, academic 
scientists and non-government organisations some-
times criticise official appraisals and make competing 
claims about the nature of the potential threats posed by 
industrial products and processes. The orthodox regula-
tory response to such challenges is to insist that official 
regulatory-scientific appraisals are objective, value-free 
processes of assembling facts [10, 11]. It is not difficult to 
see why that response is expedient, because the implica-
tion is that dissenting accounts of industrial risks must be 
scientifically flawed or politically biased, but that is often 
wishful thinking.

An intellectually more honest perspective, widely 
accepted amongst science policy analysts, philosophers 
of science and sociologists of scientific knowledge, and by 
at least some regulatory policy-makers and expert advi-
sors, is that entirely objective, value-free appraisals of 
technological and industrial risks are unattainable. On 
all regulatory issues, scientific officials and advisors must 
make or endorse a set of judgements that cannot be set-
tled solely by reference to scientific evidence and logic 
[12–15]. Those judgements include choices about which 
categories of potential harm to address, what questions 
to ask of and within an appraisal, which hypotheses to 
formulate, what kinds of evidence to draw on, commis-
sion, or require, and how to analyse and interpret those 
empirical data.

One reason why evidence and logic are insufficient to 
settle those choices in regulatory contexts is because the 
kinds of evidence that are available, or practically feasible 
to obtain, are often subject to a range of chronic, often 
irreducible, uncertainties. For example, regulatory sci-
entists are often unable to measure the actual endpoint 
of harm that is of regulatory interest and so must make 
assumptions about which kinds of secondary indicators 
may be useable as (measurable) surrogates, and then to 
choose amongst that range. They often need to choose 
how to extrapolate experimental data on the effects of 
high doses of a regulated substance on small groups of 
genetically homogenous rodents to estimate effects in 
large, diverse human populations exposed to lower doses. 
In addition, they often need to choose which potential 
exposure pathways to include within an appraisal and 
how best to model exposures. There are almost always 
competing ways in which those and many other kinds of 
choices can be made, but typically no unique epistemic 
reason why one should be preferred over another. Yet, 
how such choices are exercised often have very substan-
tial implications for the ways in which possible threats 
are assessed and subsequently understood, with obvious 
consequences for the kinds of regulatory policy responses 
that are then considered, adopted and implemented. It 
is precisely because of those policy consequences that 
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judgements as to which choices are appropriate are 
value-laden [16].

In this paper our focus is concerned with that sub-
set of value-laden choices within regulatory-scientific 
appraisals that are concerned with how empirical find-
ings are evaluated. Whilst that focus circumscribes the 
main parameters of the following sections, there are at 
least three main sub-sets of often related choices that 
we will be highlighting. First, choices about the criteria 
that guide decisions about whether particular scientific 
studies, or types of studies, are considered reliable and 
relevant to a specific appraisal. Second, choices about 
methods and practices for interpreting and drawing 
inferences from empirical evidence. Third, choices about 
how much and what kinds of evidence are deemed nec-
essary and/or sufficient to support scientific judgements 
and advisory conclusions.

Part of the academic literature that discusses the impli-
cations of recognising that evaluative (and other types of ) 
choices within regulatory appraisals must be value-laden 
has focused on whether the choices made or endorsed 
by regulatory-scientific officials and advisors are appro-
priate, given legislative mandates to protect public and 
environmental health [17–19]. The concept of precau-
tion is often central to those discussions. Precaution is 
frequently represented by policy-makers as a considera-
tion that is relevant only after scientific appraisals have 
been completed, and only if the scientists report pol-
icy-relevant uncertainties [20, 21]. Those assumptions 
serve to diminish the meaning and scope of precaution 
and reduce its application to rare and marginal occa-
sions. That perspective assumes that scientific apprais-
als are entirely objective activities that, were it not for 
any acknowledged uncertainties, would also deliver sci-
entifically definitive and complete judgements. Schol-
arly understandings of precaution (including our own), 
by contrast, generally view it as a concept that, amongst 
other things, can and often should inform appraisals; risk 
assessments can be more or less precautionary. Explicitly 
adopting that interpretation of precaution contributes 
to making explicit the fact that a wide range of credible 
value-laden choices are often available when deciding 
which question(s) to ask, which evidence to include and 
which to omit, which knowledge claims to advance, and 
how to construct them. Consequently scholars who artic-
ulate that type of analysis advocate the use of transparent 
and accountable processes to choose and justify which 
choices are made [18, 19, 21, 22].

Other parts of the academic literature have been con-
cerned more with identifying the political, institutional 
and cultural factors that influence why particular value-
laden choices are made or reproduced during regula-
tory appraisals [23–27]. A large subset of this literature 

is concerned with how regulated industries routinely 
try to protect their commercial interests by shaping the 
evidence supplied to regulatory institutions, as well as 
the assumptions that frame the substance and conduct 
of regulatory appraisals, to minimise the likelihood that 
their products will face regulatory restrictions [24–33].

The empirical focus in this paper is not primarily on 
whether specific evaluative judgements are or are not 
appropriate to legislative mandates, or on why they 
have been deployed by officials and/or advisors, but 
rather on how and why they can and do differ when 
comparing evidence that ostensibly indicates a haz-
ard or a risk as compared to evidence suggestive of the 
absence of such problems.

One reason why that focus is interesting and impor-
tant is that it is very widely accepted, especially 
amongst professional academic scientists, that empiri-
cal evidence should be evaluated in ways that are con-
sistent and uniformly sceptical, especially where the 
objective is to inform scientific judgements, for exam-
ple, by checking carefully if mistakes might have been 
made. That standard is implicit in very widely held 
norms of professional science as required for rigour 
and well-grounded inferences and conclusions [34, 35]. 
A second reason is because issues of evaluative (a)sym-
metry have often been overlooked by many scholarly 
investigations of social and political influences on the 
production of regulatory knowledge claims, despite 
their profound significance.

A notable exception, highlighted by several authors, 
concerns asymmetrical efforts to identify and/or mini-
mise potential false-positive errors (i.e., experimental 
data indicating that there is a significant effect or differ-
ence when, in reality, there is none), as compared to the 
efforts made to identify and/or minimise potential false-
negative mistakes (i.e., suggesting that there is no signifi-
cant effect when, in fact, there is one) [36–39]. Lemon, 
Shrader-Frechette and Cranor, for example, noted that 
the epistemic values that should guide academic research 
in a range of disciplines require strenuous efforts to mini-
mise false positives to try and avoid adding mistakenly to 
the stock of scientific knowledge. Conversely, however, 
there is often relatively less concern, at least in some 
scientific fields, to minimise false negatives That asym-
metry is apparent, for instance, in statistical conven-
tions. Experimental studies are typically designed and 
interpreted in ways that require that there should be no 
more than a 5% chance that a reported effect is a random 
statistical artefact. However, researchers often tolerate 
anywhere between a 5% and a 20% chance that a result 
indicating no effect is a statistical artefact, with 20% 
representing the standard value, though they are some-
times much higher [17, 38, 39]. In other words, statistical 
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conventions in academic science tolerate four times as 
many false-negative errors as false-positive errors.

Lemon, Shrader-Frechette and Cranor [36] pointed out 
that, in relation to such statistical errors, it is often not 
possible to keep the odds of accepting both false posi-
tives and false negatives equally low without very large 
(and prohibitely expensive and impractical) sample sizes. 
Instead there is typically a trade off between efforts to 
minimise false-positive and false-negative mistakes. 
They argue that the extent to which efforts to diminish 
the chance of false positives ought be greater than or less 
than efforts to minimise the odds of false negatives (as 
well as the absolute levels of evidential proof or persua-
sion required in each case) are important value judge-
ments, and ought to vary depending on context. For 
example, those value-laden judgements will have differ-
ent implications in regulatory arenas, where false-nega-
tive errors have important consequences for human and/
or environmental health.

This particular evaluative asymmetry (greater efforts to 
identify and/or minimise false positives than to identify 
and/or diminish false negatives) is quite widely acknowl-
edged, at least amongst analysts of science and regula-
tion, and it is one of the kinds of asymmetry that we 
identify in what follows; we will refer to it as an exam-
ple of ‘inferential asymmetry’. However, it is not the only 
form of evaluative asymmetry between evidence sugges-
tive of harm and evidence suggestive of safety that we 
will identify; the others that we shall identify are far less 
widely appreciated.

The empirical discussion that follows examines exam-
ples drawn from the field of food chemical regulatory 
toxicology. It is, therefore, helpful, at this stage, to clarify 
a slightly curious feature of the linguistic conventions 
that toxicologists have adopted. When toxicologists talk 
about ‘negative’ studies or evidence, they mean studies 
that did not provide evidence of any adverse toxicological 
effects. On the other hand, when they refer to a study or 
its results as ‘positive’, they mean one that has provided 
at least prima facie evidence of one or more adverse toxi-
cological effects. Using that toxicological idiomatic con-
vention, we will illustrate several different ways in which 
‘positive’ and ‘negative’ experimental evidence can be and 
have been evaluated asymmetrically.

Ethylene bisdithiocarbamate fungicides
Our first case concerns a British review, conducted in the 
late 1980s, of the potential risks posed to food consumers 
by a group of fungicides called the ethylene bisdithiocar-
bamates, or EBDCs, which had been in widespread use 
for several decades as agricultural fungicides, for exam-
ple, to control fungal growth in harvested and stored 
potatoes. It was prompted by reports that US regulatory 

authorities were intending to cancel most uses of the 
EBDCs on food crops because of concerns about carcino-
genic risks, particularly from a metabolite, and degrada-
tion product common to all the EBDCs called ethylene 
thiourea, or ETU.

UK regulatory practice in the 1980s was highly opaque 
and very little information was publicly available about 
the ways in which evidence had been selected and evalu-
ated by British regulatory officials and advisors. The case 
was analysed within a PhD project, in which both pub-
lished and unpublished scientific evidence about the 
EBDCs, and information about UK regulatory practice, 
was possible to obtain or infer using information publicly 
available in the USA, under that jurisdiction’s freedom of 
information legislation [7, 40].

At the time of the British assessment, evidence of car-
cinogenicity from five long-term rodent feeding stud-
ies was available on ETU. Two mouse studies on ETU 
had both reported increases in liver tumours in exposed 
mice and three rat studies on ETU all reported increases 
in thyroid tumours [41–44]. Seventeen long-term feed-
ing studies, mostly industry-commissioned assays, were 
also available on the individual EBDCs [45]. Of these, 
seven had reported increases in tumours in exposed ani-
mals, whilst the remaining ten reported no carcinogenic 
effects.

In a brief published appraisal, the UK’s Advisory Com-
mittee on Pesticides (ACP) argued that the positive 
carcinogenicity evidence on ETU was not relevant to 
assessing human risk to consumers. It suggested that the 
mouse liver tumours were likely to have occurred either 
by chance, or due to secondary mechanisms that either 
would not occur in humans or not at the doses humans 
were typically exposed to [46]. It also argued the rat thy-
roid tumours were caused by a mechanism that would 
not occur in humans. All seven positive carcinogenicity 
studies on the individual EBDCs were omitted, without 
explanation, from the ACP’s review (as were three of 
the negative studies). The seven negative studies on the 
EBDCs included in the UK’s appraisal were reported 
without any comment, as if they had provided reliable 
evidence of the absence of carcinogenic effects. The ACP 
concluded that “…there was no evidence of a risk of can-
cer or other adverse effects to consumers arising from the 
use of ethylene bisdithiocarbamates…” ([46], p. 76). After 
the Ministry of Agriculture Fisheries and Food received 
the ACP’s report, it made no changes to the regulatory 
status of those fungicides.

The fact that all the ostensibly positive carcinogenic-
ity studies were subject to critical dismissive scrutiny, 
and the results deemed to be chance occurrences or 
irrelevant to human risks (or were omitted), whilst all 
seven nominally negative studies were reported without 
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comment, suggests a prima facie case of evaluative asym-
metry. Nonetheless, it might have been the case, that 
the positive findings were, in fact, either very likely to be 
chance occurrences, or plausibly caused by mechanisms 
that were not relevant to humans or not at dose levels 
that humans were typically exposed to, whilst the nega-
tive studies were all robust, just that the ACP omitted to 
explain that was so. It is worthwhile, therefore, examining 
briefly the arguments used by the ACP, and some of the 
studies.

In respect of the two positive mouse feeding studies on 
ETU, one study had been conducted by the US National 
Institutes for Health in the late 1960s [41], and the other 
by the US National Toxicology Programme in the 1980s 
[44]. Both had reported statistically significant increases 
in liver tumours in mice exposed to ETU. One of the 
ACP’s arguments to challenge the relevance of those find-
ings for humans was to claim that “most” chemicals that 
are non-genotoxic (as the ACP argued was the case for 
ETU) and that cause increases in liver tumours also cause 
“…hepatocellular necrosis [cell death in the liver] or a sub 
cellular change such as peroxisome proliferation.” ([46], 
p. 73). Both hepatocellular necrosis and peroxisome pro-
liferation are effects that can themselves cause cancer, 
but peroxisome proliferation does not occur in humans, 
and hepatocellular necrosis occurs only after continuous 
and high levels of exposure to a chemical.

No evidence was provided by the ACP that ETU might 
have caused hepatocellular necrosis or peroxisome pro-
liferation in exposed mice; rather the Committee just 
asserted that ‘most’ non-genotoxic chemicals that are 
liver carcinogens do so. Interestingly, US regulatory 
archives show that Rohm and Haas, one of the manu-
facturers of the EBDCs, had conducted several research 
studies in the 1980s that had been designed to provide 
an understanding of the mechanism of ETU-induced 
mouse liver carcinogenesis. One of those (unpublished) 
projects had investigated ETU’s effects on peroxisomal 
proliferation but, as US regulators noted, the project had 
found no evidence of such an effect [47]. Furthermore, a 
review of one of the two mouse studies, conducted by US 
regulators, pointed out that “…cellular necrosis was not 
observed in any group…” ([48], p. II-39). In other words, 
the ACP had outlined speculative reasons to dismiss 
the relevance to humans of positive evidence of carci-
nogenicity in mice, but not only was there no evidence 
to suggest that ETU might have caused hepatocellular 
necrosis or peroxisome proliferation, there was actually 
evidence indicating that ETU did not cause those effects.

A second reason the ACP gave for discounting the rel-
evance of the mouse liver tumours to human risk, spe-
cifically in relation to the 1969 National Institutes for 
Health study, was because “…these [liver] tumours occur 

frequently in mice and the increased incidence is unlikely 
to be compound related.” ([46], p. 19). In all long-term 
animal studies, there are often spontaneous tumours 
that are not produced by the test agent, and these can be 
highly variable among control groups of the same animal 
species and strain in different studies. Regulatory author-
ities sometimes recommend that historical control data 
can be used to help assess whether concurrent controls 
constitute the typical species/strain pattern for back-
ground tumour rates and thus help in identifying possible 
false-positive or false-negative results [49]. The ACP did 
not refer to historical control data in its assessment, yet 
one of the two mouse strains used in the National Insti-
tutes for Health study—the B6C3F1 mouse—has been 
used routinely in studies performed by the US National 
Cancer Institute, and in nearly 200 studies the incidence 
of spontaneous liver tumours in control B6C3F1 mice 
ranged from 18% to 47% in males, and 2.5–8% in females 
[50]. The incidence rate in ETU-treated B6C3F1 mice 
in the National Institutes for Health study was 88% for 
males and 100% for females [41]. Those rates significantly 
exceeded the tumour incidence in comparable historical 
control groups, particularly for the female mice, as well 
as in the concurrent controls, where the incidence was 
21% for male and 0% for female mice [41]. The ACP’s 
claim that since liver tumours occur frequently in mice 
the increased incidence was ‘unlikely to be compound 
related’ was again inconsistent with the evidence then 
available.

It is illuminating to contrast the readiness of the ACP 
to dismiss positive findings in the National Institutes 
for Health mouse study on the grounds that they were 
likely to be chance occurrences with the committee’s lack 
of criticism of a negative rat study on Zineb, one of the 
parent EBDCs. That study, completed in the early 1950s, 
was conducted on groups of ten rats, each of which were 
fed different doses of Zineb for 2  years [51]. Tumours 
were reported in the dosed groups and in one animal 
in the control group, but the difference in the incidence 
between dosed and control groups was not statistically 
significant. The study was reported by the ACP without 
comment, as if it were evidence of the absence of any 
carcinogenic effects. However, with only 10 rats in each 
group (instead of the more typical number, in more mod-
ern rodent studies, of about 50) the study was so under-
powered that with one of the ten animals in the control 
group developing tumours, there would have had to be a 
minimum of six of the ten animals in the treated groups 
developing tumours before a statistically significant dif-
ference could be identified, as was pointed out in a U.S. 
regulatory evaluation of that study, which for that rea-
son rejected it as unreliable ([48, 52], p II-11). Moreover, 
even if the true cancer rate in the treated groups were 
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60% compared with 10% in the control group, the num-
ber of animals in the study was so low that there was only 
a 66% chance of detecting an effect if it existed ([52], p. 
II-11). The ACP’s failure to criticise a negative study that 
was quite likely to have been a false negative, if Zineb 
were a carcinogen, and its readiness to criticise and dis-
miss a positive study (on ETU) that, by contrast, was very 
unlikely to be a false positive is revealing.

In summary, distinct kinds of evaluative asymmetry 
were evident in those aspects of the EBDC case discussed 
here. First positive evidence was critically scrutinised for 
potential problems, whilst it appeared that little or no 
efforts were made to identify potential problems with 
negative evidence. Second, the critiques themselves 
were asymmetric in that the same kinds of issues that 
provoked scepticism about the reliability or relevance of 
positive evidence were also evident in negative evidence 
but those were seemingly ignored. Third, the evidential 
basis for those critiques was also asymmetric in that criti-
cisms of positive studies either had no evidential backing, 
or evidence existed to the contrary, whilst substantive 
evidential reasons for doubting the reliability of negative 
evidence were ignored.

Genetically modified maize
Our second case concerns a dispute in the late 1990s and 
early 2000s about a genetically modified (GM) variety of 
maize that had been engineered to express the insecti-
cidal bacterial toxin Bacillus thuringiensis (Bt), and spe-
cifically its possible adverse effects on what are called 
‘non-target’ insects, i.e., insects that the Bt toxin is not 
intended to kill. Initial testing of GM Bt maize, both in 
the laboratory and under field conditions, had shown 
no adverse effects on non-target insect species and the 
maize had been approved for cultivation in Europe.

In the late 1990s, a group of academic agricultural 
ecologists examined the effects of Bt toxins on a benefi-
cial predatory species, the green lacewing, which is often 
used in the biological control of pests and is typically 
present in maize fields. Although the green lacewing had 
been routinely used in regulatory experimental tests for 
non-target effects, those tests usually fed the lacewing 
larvae with moth eggs, the surface of which were coated 
with the Bt toxin. Hilbeck and colleagues argued that 
lacewing larvae usually pierce and suck out the contents 
of the eggs and so would be unlikely to ingest the experi-
mental Bt toxin from the surface of the eggs. Instead, 
they either administered Bt toxin directly into the gut of 
lacewing larvae or they fed lacewing larvae with caterpil-
lars that had first been fed with Bt maize leaves. In both 
circumstances statistically significant lethal effects were 
observed in lacewing larvae exposed to the Bt toxin, as 
compared to controls [53, 54].

The new evidence was reviewed by the EU’s Scientific 
Committee on Plants, after the Austrian and German 
governments cited the Hilbeck et al. studies as a reason 
unilaterally to suspend authorisation of the Bt maize. It 
was also reviewed by the UK’s Advisory Committee on 
Releases to the Environment (ACRE) and by the US Envi-
ronmental Protection Agency (EPA). All three bodies 
argued that the studies were incomplete and questiona-
ble, especially given their ‘unrealistic’ experimental con-
ditions, and did not, therefore, constitute new evidence 
of harm sufficient to alter the authorisations to cultivate 
Bt maize, or in the EU Committee’s case, to justify the 
Austrian and German governments’ suspension [55–57].

Both the UK and US advisors outlined speculative 
reasons as to why the harm observed in the laboratory 
studies might not materialise in farmers’ fields. ACRE 
suggested that lacewing larvae would have a wider vari-
ety of plants to eat under field conditions (and thus be 
exposed to less GM maize in their diet), and they might 
be healthier than in a laboratory setting, and so more 
resistant to the Bt toxin [57]. ACRE also suggested that 
alternative explanations for the high level of mortal-
ity observed in the laboratory study were possible, for 
example, because of noxious substances produced in cat-
erpillars as a result of exposure to Bt. ACRE also argued 
that better support for the direct toxicity of Bt toxin to 
lacewings could have been provided by dose/response 
data [57]. The EPA argued that the lacewing larvae in the 
laboratory study were not given a choice of what to eat, 
unlike in a field setting, and suggested that the larvae had 
consumed a suboptimal diet consisting of sick or dying 
prey which may have been septicemic (and, therefore, 
indirectly toxic), or of limited nutritional value, or unpal-
atable to the lacewings [58]. It also argued that the lethal 
effects were in any case so slight as to suggest no signifi-
cant impact in field conditions [58]. Members of the EU’s 
Scientific Committee on Plants and the EPA highlighted 
other methodological weaknesses, especially a relatively 
high mortality rate in control groups [56, 58].

Yet, as Levidow and Wynne pointed out [57, 59], other 
laboratory studies which reported no harm to non-target 
insects were also not representative of real field situations 
either, yet the committees were willing to infer reassur-
ances of safety from those studies. Furthermore, some 
of those negative laboratory studies warranted the same 
criticisms, because, for example, control insects in some 
of those studies had even higher mortality rates than 
those in the Hilbeck et  al. studies, yet their relevance 
was not challenged by official experts on either the EU 
or UK committees. Hilbeck, Meierand and Trtikova [60] 
also pointed out that the problem Hilbeck and other col-
leagues identified with standard lacewing laboratory 
exposure studies, namely, that lacewings are unlikely to 
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ingest Bt toxin coated on the outside of moth eggs, did 
not subsequently prompt critical scrutiny by the EU’s 
regulatory agencies of the previous studies that had 
reported no harm, and which had been relied upon in 
part to approve cultivation of Bt maize. Those authors 
noted that inconsistent levels of critical scrutiny were 
acknowledged in an interview with a former European 
Food Safety Authority GMO panel member who stated: 
“Of course, studies that describe potential negative [i.e., 
adverse] environmental effects of GMOs are discussed 
particularly intensively.” ([60], p. 3).

Similar criticisms were made of the US Environmen-
tal Protection Agency’s (EPA) assessment of the Hilbeck 
et al. studies; in this exceptional case the criticisms came 
from the EPA’s Federal Insecticide, Fungicide and Roden-
ticide Act Scientific Advisory Panel, which is responsible 
for providing oversight of the scientific quality of EPA 
decision-making on pesticide-related issues. In 2001 the 
Advisory Panel complained that:

“[t[he Hilbeck data was dismissed by the agency, 
based on standards that were not applied to all the 
work reviewed by the agency, and the Hilbeck work 
was singled out for an excessively critical analysis. 
Control mortalities were not unusually high (espe-
cially compared to control mortalities in other stud-
ies reviewed favorably by the Agency), dead insects 
were not fed to Chrysopa … the observed effect was 
not small (30% increase in total immature mortal-
ity), and the Agency should have concluded that a 
potential hazard to Chrysopa had been identified.” 
([61], p. 54).

The key point, for our purposes, is that the Scientific 
Advisory Panel had judged EPA´s dismissal of the adverse 
effects identified by Hilbeck et  al. to have been unrea-
sonable, in part because (as in the UK and EU) studies 
reporting no harm were not subjected to the same type 
and level of scrutiny and criticism, even when they pre-
sented the same kinds of potential shortcomings.

As in the EBDC case, asymmetrical levels of critical 
scrutiny appeared to have been directed at positive and 
negative data on GM Bt maize non-target adverse effects. 
In addition, the critiques themselves were asymmetrical, 
in so far as some of the same issues and limitations that 
provoked criticism of positive evidence (such as mortal-
ity rates in controls) were evident in studies with negative 
findings too, but were seemingly ignored or discounted. 
Furthermore, the basis for those critiques also appeared 
asymmetrical insofar as a series of hypothetical reasons 
were offered as to why the lethal effects observed in lace-
wing larvae might not materialise in farmers’ fields (and 
on that basis the results discounted), and yet actual evi-
dence that lacewing larvae may not have been exposed to 

Bt toxin in the negative studies failed to change advisors’ 
judgements that the studies’ findings were reliable indica-
tors of the absence of harmful effects.

In a commentary on the Bt maize case, Wynne argued 
that a somewhat different, albeit closely related, form of 
asymmetry characterised this case. Wynne noted that 
appraisals of this kind are almost always faced with a 
combination of limited evidence and the need to make 
extensive inferential judgements about possible risks [57]. 
He argued that the inferential license to make such judge-
ments is often attributed scientific credibility when the 
direction of the conclusions heads towards permissive-
ness and a judgement of ‘safe’; however, the inferential 
license informally tightens when the direction of the con-
clusions heads towards a more precautionary judgement 
of ‘unsafe’, with more direct and comprehensive evidence 
of harm required to justify a non-permissive conclu-
sion. Wynne also pointed out that this kind of ‘inferential 
asymmetry’ operated outside of any normal mechanism 
of accountability, with the conclusions of the appraisals 
portrayed as objective science.

Thus, one reading of the Bt maize case is that expert 
advisors were not willing to infer from what was neces-
sarily limited evidence of harm (i.e., the Hilbeck studies) 
to reach a conclusion of ‘unsafe’ to non-target biodiver-
sity. Instead, they implied that more direct and conclusive 
evidence of harm (e.g., quantitative dose/response data 
and/or replication of the findings in more realistic field 
conditions) would have been needed before a judgement 
of ‘unsafe’ to non-target insects could be adopted. Con-
versely, however, the evidence of no harm was deemed 
adequate and sufficient to infer a conclusion of ‘safe’ to 
non-target insect species, even though it too was limited 
as it was based in part on laboratory studies, and there 
were uncertainties as to whether lacewing larvae actually 
ingested the Bt toxin.

This inferential asymmetry might appear to be just 
a restatement of the kinds of asymmetries that we have 
identified (as regards asymmetric levels of critical scru-
tiny, the critiques themselves, and the evidential basis for 
those critiques), but it is also concerned with asymmetric 
judgements about whether individual studies, or a body 
of evidence, are sufficient to support conclusions of ‘safe’ 
versus ‘unsafe’. The asymmetries we identified earlier 
concern judgements about the reliability and relevance of 
individual studies indicative of harm versus those indica-
tive of an absence of harm. There is of course consider-
able overlap, since judgements about the reliability and 
relevance of individual pieces of evidence will inevita-
bly comprise part of the argument and justification for 
judgements about whether that collection of evidence is 
sufficient to support particular conclusions about pos-
sible hazards or risks. As we argue later, the distinction 
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between inferential asymmetries and asymmetrical 
judgements about the reliability and relevance of evi-
dence is important, because the former can be a scientifi-
cally reasonable, albeit an anti-precautionary judgement, 
but the latter are both anti-precautionary and scientifi-
cally flawed forms of reasoning.

Aspartame
Our third case concerns an assessment, published in 
December 2013, of the toxicological risks posed by the 
artificial sweetener aspartame by the European Food 
Safety Authority (EFSA), specifically its Panel on Food 
Additives and Nutrient Sources added to Food (ANS) 
[62]. EFSA’s assessment included far more studies and 
far more details about those studies, and about how they 
were interpreted and evaluated by EFSA, than had ever 
previously been published by any regulatory authority. 
The section of the report that focussed specifically on the 
putative toxicity of aspartame, as opposed to the sections 
that discussed an impurity called Diketopiperazine and 
its metabolites, reviewed a total of 154 separate studies.

Millstone & Dawson published a detailed and critical 
discussion of that assessment, focused on both catalogu-
ing and critiquing asymmetries in the ways in which the 
ANS panel interpreted toxicologically positive and nega-
tive studies [8]. Their critique was lengthy and compre-
hensive, so in this context a summary discussion of their 
analysis might be sufficient. Table 1 reproduces Millstone 
& Dawson’s quantitative summary analysis of the panel’s 
interpretations of the individual studies.

Thus, whilst the ANS panel judged 24% (19 of 81) of 
studies that did not indicate adverse effects to be unreli-
able, it deemed 100% of the 73 studies that had provided 
evidence of adverse effects to have been unreliable.

Kass & Lodi responded on behalf of EFSA to that prima 
facie evidence of asymmetry; they provided a table with 
the same structure, as shown in Table 1, but with entirely 
different numbers [63]. Kass and Lodi claimed that the 
ANS panel had treated 35% (27 of 78) of negative studies 

as unreliable, whilst in marked contrast to Millstone and 
Dawson’s figures, only 43% (16 of 37) of putatively posi-
tive studies had been treated by the panel as unreliable. 
Whilst Millstone & Dawson’s 2019 paper had provided a 
detailed tabulation (with 224 rows and 6 columns) item-
ising all the studies cited in the ANS panel’s review, and 
its interpretations of their findings on the putative toxic-
ity of aspartame, Kass and Lodi failed to provide any cor-
responding details to support their numbers. Millstone & 
Dawson had also provided individual study-specific rea-
sons for all of their categorisations. Kass and Lodi pro-
vided no list, no details and no study-specific reasoning. 
Millstone & Dawson responded by challenging EFSA’s 
representatives to publish EFSA’s list and to provide its 
individual study-specific reasons for their categorisations 
[64]. Since when (i.e., until 2025) no response had been 
forthcoming from EFSA.

Table  1 shows that the ANS panel accepted 62 of the 
81 ostensibly reassuring studies of aspartame and treated 
them as unproblematically reliable. Yet, several of those 
studies were based on very small sample sizes or were 
affected by confounding factors or had used methods 
that did not comply with Good Laboratory Practice. For 
example, study E4, a sub-chronic rat feeding study, used 
only 5 animals per dose group; E86 used only 5 dogs per 
dose group; Sasaki et al. used only 4 mice per group; E97 
and E101 were reported by the ANS panel not to have 
met Good Laboratory Practice standards, whilst E51 was 
reported by the ANS panel to be confounded by poor 
health of the animals and the gavage technique ([8], p. 
14). All were nevertheless treated as reliable negative 
results by the ANS panel.

The Panel’s treatment of ostensibly worrying stud-
ies was strikingly different; each and every one of the 
73 studies indicating possible harm was discounted as 
unreliable. Imperfections in those studies were treated as 
grounds for dismissing the results, even though the panel 
was indifferent to similar or more serious imperfections 
in negative studies. For example, adverse consequences 
of nitrosating aspartame reported by Meier et  al and 
Shepard et  al were discounted on the grounds that the 
conditions for nitrosation were ‘harsh’ ([8], p. 15). E87, 
which re-examined rat brain tissue from long-term stud-
ies E33–34 and E70, reported brain tumours but these 
were discounted by the panel, because they were random 
with respect to dose and gender. E20, an 8-week rat feed-
ing study, reported a significantly higher liver to body 
weight ratio for the high dose group males but the panel 
dismissed that result as ‘not unequivocal’ ([8], p. 15).

Overall, the number of different factors that the ANS 
panel invoked as critical benchmarks that the putatively 
positive studies allegedly failed to satisfy, as well of the 
height of the hurdles that the studies failed to reach, was 

Table 1  ANS panel’s interpretation of the reliability of studies for 
those that had, and had not, indicated possible harm, by number 
of studies

Number of 
studies reviewed

Number treated 
as reliable

Number 
treated as 
unreliable

Studies 
not indicating 
possible harm

81 62 19

Studies indicat-
ing possible 
harm

73 0 73
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remarkable, and were far more demanding than those 
applied to studies with seemingly reassuring results. If 
the benchmarks that the ANS panel invoked as grounds 
for discounting putative positive evidence of adverse 
effects from aspartame are aggregated together, they col-
lectively imply that nothing could count for EFSA’s ANS 
panel as a reliable positive study unless:

1)	 the results derived from a long-term study conducted 
with a large sample of people or large groups of labo-
ratory animals;

2)	 those studies followed an orthodox protocol (which 
were implicitly assumed to be valid), but not a more 
sensitive one;

3)	 the magnitude of evidential differences between test 
and control groups satisfied the conventional bench-
mark of statistical significance, namely, that there was 
less than one chance in 20 of it having been a random 
fluctuation;

4)	 the results were entirely unequivocal;
5)	 the findings were consistent, e.g., across genders and 

studies and were monotonically dose-related;
6)	 those studies were entirely free of any imperfections; 

and
7)	 demonstrated causality.

A particularly controversial part of the panel’s report 
discussed a study conducted by the Bologna-based 
Ramazzini Foundation, which is a non-commercial 
research institution. In 2005 a team of Ramazzini 
researchers published a paper that reported the results 
of one of their carcinogenicity studies on aspartame 
[65]. One striking feature of that study was that, rather 
than following an orthodox protocol and using 400 rats 
(50 males + 50 females at 3 dose levels + control groups), 
they endeavoured to improve on orthodox practice using 
1,800 rats. Instead of testing aspartame at three dose 
levels plus controls, they tested it at six dose levels plus 
controls. Instead of killing the rats prematurely, before 
they reached the ends of their caged lives, the rats were 
allowed to live until their ‘natural’ deaths so that longer 
term effects could be studied. Keeping the animals until 
they die may not be common practice, but since Euro-
pean Union food safety policy legislation stipulates 
that “Assuring that the EU has the highest standards of 
food safety is a key policy priority…” [66] we might have 
expected that EFSA’s benchmark would be the protec-
tion of all consumers throughout their entire lives, rather 
than, for example, only until they reach retirement age.

In those, and several other ways, the Ramazzini study 
was more thorough, sensitive, reliable and relevant to 
human exposure than those conducted in accordance 
with conventional protocols. The authors said their study: 

“…demonstrated for the first time that APM [aspartame] 
is a multipotent…carcinogenic agent…” with dose-related 
tumour increases in both males and females [65]. In 2010 
Ramazzini also published the results of a study showing 
that aspartame induced tumours in the livers and lungs 
of male mice [67].

EFSA’s ANS panel discounted those findings, and criti-
cised the Ramazzini studies (as had other official advi-
sory bodies in the USA, the UK and WHO previously) for 
reasons that were mainly provoked by the fact that those 
studies had not followed orthodox protocols. For exam-
ple, one reason why the findings had been discounted was 
because the ANS panel claimed that increases in lympho-
mas and leukemias in treated rats were more likely to 
have been caused by respiratory disease than exposure to 
aspartame [62, 68]. There were relatively high rates of res-
piratory infections in the elderly rats (though those rates 
did not actually differ significantly between treated and 
control groups), but the incidence of chronic respiratory 
disease tends to be higher in animals that are allowed to 
live until their ‘natural’ death rather than being killed pre-
maturely. The Ramazzini protocols were non-standard, 
but their unorthodox innovations provided greater sen-
sitivity and specificity than could be obtained from an 
orthodox study. Those Ramazzini protocols can reason-
ably have been expected to have provided better models 
of the risks to public health than orthodox studies. The 
statistical power of the Ramazzini’s studies was mirrored 
by the severity of the invective that the official bodies 
invoked in their dismissals of the Ramazzini findings.

An illuminating aspect of the evaluative asymme-
try that characterised the ANS panel’s assessment of 
aspartame is not just that the hurdles that positive stud-
ies were expected to reach were more demanding than 
those applied to negative studies. The Ramazzini studies 
were discounted by the ANS panel for reasons that were 
mainly linked to the fact that they were intended to be 
a more sensitive test than orthodox protocols stipulated. 
In contrast, as we noted earlier, several negative stud-
ies were problematic, because they were less sensitive 
than orthodox protocols stipulate—for example, because 
they had used very small numbers of test animals, and 
so would have had a relatively high chance of producing 
false-negative results—but those reasons were ignored by 
the ANS panel and the findings accepted as valid.

Glyphosate
Our final case concerns assessments of the herbicide 
glyphosate, conducted in the mid-2010s by the US Envi-
ronmental Protection Agency’s Office of Pesticide Pro-
grammes (OPP) and Germany’s Federal Institute for 
Risk Assessment, or Bundesinstitut für Risikobewer-
tung (BfR), which had assessed glyphosate on behalf of 
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all EU Member States. Specifically, we focus on those 
two regulatory institutions’ evaluations of evidence on 
glyphosate’s putative genotoxicity. This comprises stud-
ies designed to test a chemical’s potential to cause genetic 
alterations, whether mutations (alterations of DNA) and/
or DNA damage [69]. Although our focus is narrowly on 
Glyphosate’s putative genotoxicity, this section is lengthy, 
because numerous studies were available and debates 
about their interpretation have been complex, lengthy 
and vigorously contested.

In 2015 the regulatory status of glyphosate became 
acutely controversial after the World Health Organi-
sation’s International Agency for Research on Cancer 
(IARC) completed a review of glyphosate and classified 
the herbicide as ‘probably carcinogenic to humans’ [70]. 
IARC is not a regulatory institution, but it is responsi-
ble for providing an evidence base for the cancer control 
policies of the World Health Organisation and its mem-
bers. IARC’s panel had concluded that there was ‘lim-
ited’ evidence of cancer in humans from epidemiological 
studies, ‘sufficient’ evidence of cancer in experimental 
animals, and ‘strong evidence’ of genotoxicity both for 
pure glyphosate and glyphosate-based formulations [70]. 
In complete contrast, both the BfR, in a 2013 Renewal 
Assessment Report [71], and in its ‘final’ Addendum to 
that report in March 2015 [72], and in 2017 the OPP’s 
Cancer Assessment Review Committee [73], concluded 
that glyphosate does not pose either a carcinogenic or 
a genotoxic risk to humans—as indeed had other major 
regulatory institutions for many years previously.

The OPP’s assessment
In an illuminating analysis of IARC and the OPPs’ 
divergent assessments of genotoxicity, Benbrook and 
colleagues [74, 75] provided evidence indicating that 
asymmetrical patterns of evaluation were one of the 
three reasons that accounted for the two institutions’ 
conflicting conclusions on genotoxicity. They showed 
that the OPP and IARC drew on quite different data sets. 
The IARC only evaluated genotoxicity evidence that had 
been reported in the peer-reviewed academic literature 
[76]. The OPP evaluated proprietary genotoxicity studies 
provided by industry applicants in response to regulatory 
licensing requirements, along with a report on research 
published in the peer-reviewed literature that industry 
applicants were required to provide. That difference is 
important, because a striking feature of the genotoxicity 
data on glyphosate is that virtually all the studies com-
missioned by regulated firms, and submitted to regula-
tory authorities, reported no genotoxic effects, whilst the 
majority of published, peer-reviewed studies reported 
positive evidence of genotoxicity. Specifically, 99% (94 of 
95) of the registrant-commissioned studies included in 

the OPP’s assessment had been reported by their authors 
as negative [74], whilst of the 118 peer-reviewed stud-
ies included in IARC’s assessment (of which a smaller 
and less diverse fraction were included in OPP’s assess-
ment), 70% (83 of 118) had reported positive findings 
[74]. Glyphosate provides yet another example in which 
toxicity studies sponsored by the chemical, pharmaceuti-
cal and food industries were far more likely to arrive at 
conclusions favourable to the compounds under assess-
ment than those that had not been sponsored by those 
industries [39, 77–79].

Second, the OPP and IARC had asked and answered 
different questions.As part of its statutory remit, the OPP 
focused mainly on the risks from exposure to glyphosate 
in its pure or technical form (i.e., the active ingredient). 
Although the OPP also included studies on glyphosate 
formulations in its review, the agency’s weight of evi-
dence evaluation focussed on the active ingredient, with 
little or no weight given to evidence from tests on the 
formulations, which contained other chemicals, such as 
surfactants and adjuvants [73, 75]. Those co-formulants 
often have their own toxicological profiles which can 
affect the relevance and conclusions of pesticide risk 
assessments [80]. Furthermore, the OPP’s risk assess-
ment took into account both the hazard posed by glypho-
sate and exposure to the compound. Its conclusions 
on glyphosate safety were conditional on exposure to 
glyphosate at doses relevant to human exposures [73]. In 
contrast, IARC’s evaluation focused only on the potential 
hazard of exposure to glyphosate, both in the form of the 
active ingredient and as commercial formulations. The 
questions IARC asked were, therefore, more open-ended 
than the OPPs, because it examined the potential for 
glyphosate to cause a genotoxic/carcinogenic response 
without reference to the dose applied, and because its 
evaluation was not limited to technical glyphosate but 
included formulated products too.

Third, although some of the available evidence on 
glyphosate genotoxicity was evaluated by both the IARC 
and the OPP, the two institutions interpretations of that 
evidence diverged markedly. IARC accepted as valid a 
wide range of published evidence indicating positive 
genotoxic effects, but the OPP almost never did [75]. Fur-
thermore, whilst the OPP provided reasons for discount-
ing almost all of the positive evidence on genotoxicity, 
it accepted as valid all the studies that were reported as 
negative.

A 2016 EPA Health Effects Division (HED) memo sum-
marised 65 genotoxicity studies on technical glyphosate, 
both registrant-commissioned and published, which the 
OPP had included in its assessment, along with com-
ments from HED reviewers [81]. The HED reviewers 
gave reasons for placing limited weight on almost all the 
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positive studies (19 of 21 studies) included in the memo. 
All such comments cast doubt on some aspect of study 
design, data collection and interpretation, and/or the 
biological significance of the results [75]. In contrast, the 
reviewers did not make a single comment on any of the 
36 registrant-commissioned studies that were reported 
as negative, nor on 7 of the 8 published studies reported 
as negative. All were accepted as negative with no critical 
appraisal or comment. The OPP commented on just one 
of the negative, published studies, but only to point out 
that it was unclear from this paper why glyphosate with a 
purity of only 62% had been used in the study.

The implication of that analysis is that unless, by way of 
a remarkable set of coincidences, virtually all the studies 
on technical glyphosate included in the OPP’s assessment 
and reported as positive were problematic, whilst none of 
the studies reported as negative had any shortcomings, 
the conclusion must be that the OPP’s pattern of scrutiny 
and/or its pattern of criticism was asymmetrical.

Benbrook [74] also noted that ‘dozens’ of the registrant-
commissioned studies reported as negative had in fact 
provided some evidence of positive genotoxic responses, 
although the authors of those studies had chosen to clas-
sify those findings as ‘negative’. Those study authors had 
done so either on the grounds that the route of adminis-
tration was not regarded as relevant to a human-health 
risk assessment, or because the reported result occurred 
at a high dose level, or because the dose was considered 
toxic to cells via a non-genotoxic mechanism [74]. How-
ever, if the route of administration was not relevant to a 
human-health risk assessment it is puzzling why the reg-
istrant had ever chosen to commission those studies in 
the first place. Benbrook remarked that “…the criteria and 
decision process regulators apply in determining whether 
the authors of regulatory studies are justified in dismiss-
ing a given positive result are generally unknown…” and 
deserve ‘further research’ [74]. That is indeed so, but it is 
worth stressing that agency reviewers did not challenge 
any of those authors’ decisions to discount their posi-
tive findings and to classify them as negative. Neither did 
they ever seek to reclassify a borderline negative study as 
equivocal or positive.

The BfR’s assessment
In this section, the focus is on asymmetries that were evi-
dent in the BfR’s 2013 discussion of glyphosate’s possible 
genotoxicity. Like the OPP, the BfR based its assessment 
on both unpublished registrant-commissioned studies 
and a report on published peer-reviewed studies supplied 
by the registrants. The BfR reviewed that evidence in 
three parts: (i) a review of registrant-commissioned stud-
ies, (ii) a review of peer-reviewed literature published 
up to 2000, and (iii) a review of peer-reviewed literature 

published after 2000 [71]. Some care needs to be taken 
in identifying and characterising the BfR´s evaluation of 
those data, because much of the text that comprises that 
evaluation was directly copied and pasted from dossi-
ers submitted by Monsanto [82, 83]. The BfR explained 
that due to the large number of submitted toxicological 
studies and data, study descriptions and analyses were 
reproduced from the material provided by the pesti-
cide industry; however, the BfR stressed that it had pro-
vided its own comments on each study, in italics, clearly 
labelled as such ([71], p. 1).

All three parts of the BfR’s genotoxicity assessment 
provided summary tables, descriptions and conclusions 
for each individual study, whilst the second and third 
parts also contained commentaries on the reliability 
and relevance of each study, all of which were presum-
ably written by Monsanto. The third part also contained a 
weight of evidence evaluation and ‘Klimisch evaluations’ 
of 16 of the published studies which, as Molander et al. 
have shown [84], provide relatively superficial assess-
ments of a study’s reliability.

The BfR own comments on the individual studies were 
confined to those studies described in the first two parts 
of its genotoxicity assessment. In the first part the BfR’s 
italicised comments categorised the studies variously as 
´acceptable´, ´supplementary´ or ´unacceptable´, along 
with brief remarks ([71], pp. 301–376). The second part 
provided a commentary on the reliability, relevance and 
sometimes the implications of each study ([71], pp. 376–
391). For the third part the BfR provided no comments on 
any of the individual studies ([71], pp. 372–415). Instead, 
as a plagiarism analysis commissioned by the European 
Parliament revealed, the entire third section, including 
the Klimisch evaluations, was an unacknowledged word-
for-word copy of Monsanto’s submission [83].

We have compiled Tables S1–S3, and provide them as 
supplementary material; they provide lists of all the stud-
ies included in the three sections of the BfR’s assessment. 
The text in the final columns of each table summarises 
the BfR’s evaluation of each study. Table  S1 reproduces 
the BfR’s classification of acceptable, supplementary or 
unacceptable for registrant-commissioned studies. S2 
provides the gist of BfR’s descriptive evaluations of the 
reliability and relevance of each published study prior 
to 2000, and by way of comparison in the penultimate 
column, the gist of Monsanto’s evaluations. The final 
column of Table S3 provides the gist of Monsanto’s evalu-
ations of the reliability or relevance of studies published 
after 2000, but presumably endorsed by the BfR, since the 
agency did not provide any comments of its own.

As those supplementary tables indicate, the BfR evalu-
ated a total of 109 genotoxicity studies. They included 
45 unpublished registrant-commissioned studies, of 
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which only one was reported as positive by its author. 
The remaining 64 studies were published peer-reviewed 
studies, of which 48 were reported by their authors as 
positive. We have categorised the BfR’s comments, or 
the comments that they endorsed, on all those studies 
(the gist of which are included in the tables in the sup-
plementary material) as either a judgement that the study 
was: (i) reliable with no limitations noted (ii) reliable with 
some limitations noted but the reported result endorsed, 
or (iii) unreliable or irrelevant with the reported result 
discounted.

The summary data are presented in Table  2 and they 
show that the BfR judged 5% (3 of 60) of the studies that 
did not indicate any adverse genotoxic effects to be unre-
liable, but found reasons to discount 98% (48 of 49) of the 
studies indicating positive genotoxic effects as unreliable 
or irrelevant. Furthermore, of the 18 negative studies 
(out of a total of 60) that were deemed to exhibit some 
flaws or limitations, the BfR concluded that 15 of those 
were nonetheless valid negative findings, with only 3 dis-
counted as unreliable. Of the 48 positive studies (out of 
a total of 49) that were deemed to exhibit some flaws or 
limitations, all 48 were discounted as unreliable or irrel-
evant. Thus, the BfR always concluded that the positive 
evidence was unreliable or irrelevant, and should be dis-
counted, whilst problems with most of the negative stud-
ies were disregarded. Moreover, in almost no instances 
did BfR infer that a presumption of genotoxicity should 
be drawn from what it concluded to be limited or flawed, 
but nominally positive evidence. Inferential judgements, 
whether for evidence reported as positive or negative, 
were largely made in one direction only, towards the con-
clusion of an absence of harm.

The three negative studies discounted by the BfR as 
unreliable (all registrant-commissioned studies) were 
judged to have been tested with dose levels that were 

much too low (Table S1). The forty eight positive studies 
discounted as unreliable or irrelevant (all peer-reviewed 
studies) were discounted on one or more of the following 
grounds: methodological deficiencies, reporting deficien-
cies, lack of biological significance, failure to comply with 
OECD guidelines, possible cytotoxicity, lack of consistent 
dose responses, results contradicted by other studies that 
had been reported as negative, test systems employed not 
considered to provide evidence of relevance to humans 
of genotoxicity, positive findings likely to be caused by 
a component other than glyphosate, or studies unable 
to differentiate exposure to glyphosate from exposure to 
other pesticides (Tables S1, S2).

Overall, then, unless by remarkable coincidence almost 
all of the positive studies (98%) were characterised by 
problems, of design, methodology, conduct, failure to 
comply with guidelines, biological significance and so 
on, of sufficient seriousness to discount their findings, 
whilst very few of the negative studies (5%) suffered simi-
larly significant flaws, then the BfR’s evaluation was based 
on deploying asymmetric standards of reliability and 
relevance.

A possible counter argument to that claim is that since 
almost all the positive evidence of glyphosate genotox-
icity was provided by published, peer-reviewed studies, 
it might be that peer-reviewed studies were far more 
likely than registrant-commissioned studies to fail to 
meet BfR’s standards of reliability and relevance. But that 
argument is weak. Sixteen of the peer-reviewed stud-
ies were reported by their authors as negative, and all 
were deemed reliable and relevant by the BfR, but of the 
48 peer-reviewed studies reported as positive none were 
considered reliable and relevant by the BfR.

Discussion
Across the four cases, we have identified and charac-
terised several distinctive, albeit overlapping and inter-
related, types of evaluative asymmetry. Each of the cases 
involved one or more of those categories. They include:

1.	 Asymmetric levels of critical scrutiny. Positive evi-
dence was critically examined for potential flaws 
and/or biological significance but little or no efforts 
were made to identify potential problems with nega-
tive evidence.

2.	 Asymmetric critiques. Uncertainties and/or method-
ological flaws provoked scepticism about the reliabil-
ity or relevance of positive evidence, but the same or 
similar kinds of uncertainties or flaws were ignored 
and/or discounted for negative evidence.

3.	 Asymmetric bases for criticism. Criticisms of positive 
studies were hypothetical, with little or no evidential 
backing, or were even spurious, whilst substantive 

Table 2  BfR’s interpretation of the reliability and relevance of 
studies for those that had, and had not, indicated possible harm, 
by number of studies

Number 
of studies 
reviewed

Number 
treated as 
reliable 
with no 
limitations

Number 
treated as 
reliable 
with some 
limitations

Number 
discounted 
as unreliable 
or irrelevant

Studies 
not indicat-
ing possible 
harm

60 42 15 3

Studies 
indicating 
possible 
harm

49 1 0 48
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reasons for doubting the reliability or relevance of 
negative evidence were ignored and/or discounted.

4.	 Asymmetric inferences from inconclusive evidence. 
Inferences from limited or inconclusive evidence 
(whether nominally positive or nominally negative) 
to conclude ‘safe’ were deemed scientifically credible, 
but inferences from limited or inconclusive evidence 
to conclude ‘unsafe’ were considered unjustified, at 
least in the absence of more direct evidence of harm.

All four evaluative asymmetries are practices that are 
antithetical to the effective protection of public and envi-
ronmental health. They involved ignoring, understat-
ing or denying uncertainties and problems associated 
with evidence suggestive of the absence of harm whilst 
emphasising, overstating or even inventing uncertainties 
and flaws associated with evidence suggestive of harm. 
One key consequence is that the scope for diminishing 
possible harm was repeatedly made inconspicuous [85]. 
Policy makers responsible for acting on the evaluations 
provided by officials and advisors, and much of the wider 
public, would not have realised that regulatory options 
to diminish or eliminate exposure to potentially harm-
ful technologies were legitimately available. The fact that 
those asymmetries appear to have been routinely evident 
in mainstream official regulatory policy practices implies 
that the policy frameworks within which they have been 
deployed are also antithetical to the effective protection 
of public and environmental health, and that they func-
tion, in effect, to deny the availability of technological 
choices.

There is, however, a very important contrast between 
the first three of those four types of evaluative asymme-
try and the remaining one. The first three types of asym-
metries are evaluative practices that are scientifically 
flawed, and so policy regimes that deploy those asym-
metrical practices produce poor quality science. They are 
scientifically flawed, because they fail to abide by widely 
accepted and important scientific norms. Those norms 
include what Robert Merton referred to as ‘organised 
scepticism’ [34]. Merton identified a normative bench-
mark that is, or at any rate should be, characteristic of sci-
ence, which is both a methodological and an institutional 
injunction. He argued that all members of the scientific 
community are subject to the imperative to presume that 
‘Nothing is sacred’ and everything should be equally sub-
jected to critical scrutiny.

Critically analysing toxicologically positive evidence 
but failing to do so with respect to negative evidence is 
not subjecting everything to uniform and consistent criti-
cal scrutiny. Identifying problems with toxicologically 
positive evidence (and dismissing that evidence on those 
grounds), when the same or similar kinds of problems are 

ignored or discounted with respect to negative evidence, 
is not doing so either. Nor is the practice of identifying 
entirely hypothetical problems with toxicologically posi-
tive evidence yet ignoring or discounting evident prob-
lems with negative evidence. Such practices amount 
to cherry-picking evidence, in ways that are contextu-
ally useful to industrial and commercial interest groups, 
though often uninformative. Deployment of those prac-
tices distorts and retards our collective knowledge of the 
potential threats posed by the products of the food and 
chemical industries and misleads others’ understand-
ings of the nature of those threats. It also has the effect of 
inhibiting inquiries that could have advanced our under-
standing of the factors influencing public and environ-
mental health and pathologies.

The remaining type of asymmetry (i.e., asymmetric 
inferences from inconclusive evidence) is not in itself sci-
entifically flawed, but it is an anti-precautionary judge-
ment and, crucially, misleadingly so. The need to make 
inferences from incomplete or limited evidence to reach 
regulatory-scientific conclusions is commonplace, and 
asymmetric benchmarks of evidential sufficiency are 
legitimate, and maybe even indispensable, when inter-
preting evidence and constructing advice for policy-
makers. In the medical regulatory domain, for example, 
evidence that a vaccine or drug has serious side effects 
typically needs to meet a much lower evidential thresh-
old to justify regulatory restrictions than the thresh-
old required to establish the absence of serious adverse 
effects. The former can take the form of a single well-con-
ducted study on patients taking the drug, whilst the lat-
ter usually requires extensive evidence from each phase 
of the drug approval process, including several independ-
ent, large clinical trials. Asymmetric judgements about 
the kinds or strengths of evidence that are sufficient to 
justify a judgement of safety versus those that are suffi-
cient to justify judgements of harm or risk are relatively 
common. As in that example from medical regulation, 
they are often uncontroversial. Yet the drug/vaccine 
example is legitimate, not because it happens to be a pre-
cautionary approach to making asymmetrical inferences 
from evidence, but because the asymmetry is explicit and 
reasoned.

Insofar as asymmetric inferences from inconclusive 
evidence were deployed in our cases, they might have 
been scientifically valid if prior judgements about the 
reliability and relevance of individual studies had been 
exercised symmetrically. That is to say, if we had a rela-
tively fair account of the limitations of both evidence 
indicting harm and evidence indicating an absence of 
harm, as the basis upon which to then make (possibly 
asymmetric) judgements as to the sufficiency of that evi-
dence to support regulatory-scientific conclusions of 
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‘safe’ as compared to conclusions of ‘harm’. They might 
also have been democratically valid if those inferential 
asymmetries were explicit and justified. Neither of these 
conditions characterised the reasoning in our four case 
studies.

Explaining evaluative asymmetries
Evidence from the cases can contribute to explaining how 
policy regimes operate in ways that deploy evaluative 
asymmetries that are antithetical to the effective protec-
tion of public and environmental health. For example, the 
BfR’s asymmetrical evaluation of glyphosate’s genotox-
icity data almost entirely mirrored Monsanto´s assess-
ment of both registrant data and pre-2000 published 
data and it directly reproduced Monsanto´s evaluation 
of post-2000 published data. However, evidence explain-
ing why officials and advisors engaged in, or endorsed, 
such asymmetric evaluative practices is scarce, but a few 
hypotheses can be outlined.

One is that resource or time constraints, and/or a 
culture of mutual trust between regulators and indus-
try, mean that, institutions responsible for regulatory 
appraisals may uncritically reproduce industrial firms’ 
own, self-interested asymmetric assessments of evidence. 
Confronted by the need to evaluate tens of thousands of 
pages of regulatory-scientific evidence, and with officials 
likely to be overworked and under resourced, and advi-
sors unpaid and over-committed, regulatory agencies 
may come to rely on, or be influenced by, industry’s eval-
uations of the reliability, relevance and meaning of toxi-
cological evidence.

A second hypothesis is that officials and advisors in 
risk assessment institutions may share, or come to share, 
or are chosen because they share, a broader policy pre-
sumption to favour industrial innovation and/or the sta-
tus quo unless there is direct and strong evidence that a 
technological product causes unacceptable harm. Given 
that there are almost always chronic uncertainties as to 
what much of the evidence practically available to regu-
lators really means for human and environmental health, 
the rationale for that presumption is to diminish the pos-
sibility that regulators place restrictions on products (and 
impose costs on industry and innovation) that turn out 
not, in fact, to pose an unacceptable threat (i.e., what is 
known as a ‘false-positive’ error). For example, in the 
UK, at a meeting of the Committee on Toxicity (CoT) 
held in March 2006, and in the context of a discussion 
of evidence indicating that a group of compounds might 
exert a carcinogenic effect in human consumers, a mem-
ber of the committee said: “We [i.e., the members of 
CoT] have a particular responsibility to seek and to avoid 
false positives.” ([86], p. 6). When that remark was made, 
none of the other committee members commented on, 

or contested, that remark; none suggested that avoiding 
false negatives was equally, or at least as, important. A 
similar normative stance is apparent in the comments, 
noted earlier in the Bt maize case, of a EFSA GMO 
panel member who stated that “[o]f course, studies that 
describe potential negative [i.e., adverse] environmental 
effects of GMOs are discussed particularly intensively.” 
([60], p. 3).

It is not difficult to appreciate why an over-riding con-
cern to avoid erroneously concluding that a product is 
unacceptably harmful, will tend to mean that officials and 
advisors make inferential judgements from inconclusive 
or limited evidence towards conclusions of ‘no harm’ 
rather than ‘harm’. Having made those subjective, and 
contestable judgements, officials and advisors might be 
unwilling to make them explicit. They might, therefore, 
prefer to categorise positive evidence that falls short of 
direct causal evidence of harm as unreliable or irrelevant, 
rather than as inconclusive or limited evidence of harm. If 
they had been explicit about those judgements, they then 
might have to explain why inconclusive or limited evi-
dence of harm does not constitute grounds for conclud-
ing ‘possibly unsafe’. The rational may be that advisors 
and officials recognise that an overtly anti-precautionary 
approach to appraisal would be politically difficult to sus-
tain, or because they think their pronouncements would 
lack authority unless they were represented as flowing 
directly from evidence alone [87, 88], or just because they 
do not want to be challenged. In such circumstances, 
the deployment of (scientifically legitimate) inferential 
asymmetries about the regulatory-scientific meaning of 
a body of evidence (asymmetry no. 4 in our earlier list) 
might also slip into making (scientifically flawed) evalua-
tive asymmetric judgements about the reliability and rel-
evance of positive versus negative evidence (asymmetries 
no. 2 and 3 in our earlier list).

A third hypothesis is that officials employed in and by 
science-based regulatory institutions have organisational 
incentives to protect the reputation of the institution in 
which they work, by trying to give the impression that 
the institution had never previously made any mistakes. 
This produces what might usefully be referred to as ‘insti-
tutional inertia’. If a science-based technology regulatory 
institution changes its regulatory judgements or recom-
mendations, without new evidence that could be por-
trayed as legitimating those changes, then the institution 
would in effect be admitting that it had previously made 
mistakes in its judgements and advice. Such an admission 
would provoke questions along the lines of: which other 
mistakes have you made? In the glyphosate case both 
US and EU agencies had the opportunity to reconsider 
the evidence of carcinogenicity, once the documents 
from US civil litigation against Monsanto documented 
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potential scientific misconduct relevant to the evidence 
presented for the glyphosate assessment [89, 90]. How-
ever, both agencies maintained their position on the 
reliability of industry sponsored studies. Those consid-
erations help to explain why such regulatory institutions 
are keen to endorse and reinforce as many of their previ-
ous judgements and decisions as possible. Therefore, the 
types and quantities of data required to persuade such 
institutions to change any of their previous judgements 
has often been far more than was previously sufficient to 
justify their earlier judgements.

Implications for policy and practice
Insofar as one or more of the hypotheses listed above 
might explain the evaluative asymmetries identified in 
this paper, it is useful to sketch out the kinds of institu-
tional policies and practices that would help diminish 
their prevalence. First, in so far as resource or time con-
straints, or an institutional culture of trust in regulated 
industries, tempt regulatory officials and advisors to 
reproduce industrial firms preferred asymmetric assess-
ments of toxicological evidence, the response is straight-
forward. Regulatory institutions need sufficient resources 
to perform their own independent analyses of unpub-
lished and peer-reviewed evidence and, more generally, a 
culture that recognises, and can respond procedurally to, 
the fact that industrial actors have commercial interests 
in portraying evidence about their products in as favour-
able a way as is possible to sustain.

This problem is not novel. Over 40 years ago a US Sen-
ate oversight subcommittee took evidence from Envi-
ronmental Protection Agency (EPA) staff who felt that 
industry submissions often contained ‘questionable sci-
entific arguments’ ([91], p. 13). The subcommittee noted 
that

“[o]ne current member of the [EPA’s] Toxicological 
Branch says that, while he thought he had encoun-
tered “every trick in the book” during his career eval-
uating chronic toxicity experiments and data, he 
has recently been amazed by new levels of “ingenuity 
and cleverness” employed by some pesticide regis-
trants. He expressed admiration for the capacity of 
registrants to advance new arguments minimising 
the significance of negative experimental findings [in 
this context, findings indicative of harm] ...” ([91], p. 
121)

Yet, EPA scientists told the committee that they only 
had sufficient resources to detect and pursue a small 
proportion of findings that were evident in experimen-
tal data but had been ignored or dismissed in submitted 
reports. Indeed, the Senate subcommittee discovered 
that some EPA evaluations were nothing more than 

verbatim transcriptions of summaries submitted by the 
registrants, and that the EPA had accepted without ques-
tion the accuracy and interpretation of the industry’s 
assessments [91]. The subcommittee recommended that 
programmes be established to ensure that the EPA could 
realistically be expected to detect, and act as a deterrent 
against, what it termed ‘shoddy science’ ([91], p. 14).

That important recommendation was made in 1983. 
In the subsequent four decades, extensive evidence has 
accumulated showing that regulated firms, across many 
different industries, can and do steer the production and 
representation of knowledge developed for regulatory 
purposes in accordance with their private interests, and 
that they do so in numerous ways, including by seeking 
to minimise or discount adverse findings and to overstate 
flawed but negative findings [25–32, 92, 93]. A critical 
issue for regulatory policy concerns the extent to which, 
and ways in which, officials, advisors and managers 
accede to or challenge that kind of influence over regula-
tion. Michaels [28–30], for example, outlines several pro-
posals to limit and challenge industrial influence.

The second hypothesis is interesting, because, in prin-
ciple at least, a series of regulatory reforms in the early 
2000s, especially in European jurisdictions, should have 
diminished pressures on officials and scientists to con-
duct appraisals in ways that favour support for industrial 
innovation and/or the status quo unless there is strong, 
direct evidence of unacceptable harm, and they should 
have made it much more difficult for officials and advi-
sors to try and disguise the subjective nature of their 
judgements in reaching regulatory-scientific conclusions.

Those reforms, introduced in the wake of the BSE saga, 
typically involved: (a) the relocation of regulatory deci-
sion-making from government departments responsible 
for sponsoring regulated industries to Ministries (or in 
the case of the European Commission, Directorates Gen-
eral) of Health, Environment or Consumer Protection; 
(b) the institutional separation of organisations respon-
sible for scientific appraisal and advice from the depart-
ments responsible for regulatory decision-making; (c) the 
imposition of much greater levels of transparency and 
openness on appraisal bodies; and (d) a requirement that 
officials and advisory scientists make all uncertainties 
and assumptions underlying their appraisals explicit, in a 
form comprehensible to decision makers [94].

Those reforms were intended, in part, to limit unwar-
ranted political influence on scientific appraisals and/or 
its representations by policy-makers and the regulated 
industries, in the wake of carefully documented evidence 
that this is exactly what happened during the BSE saga, 
both in the UK and at the European Commission [2, 95], 
and to restore public confidence in food safety regulation 
after the debacle of BSE.
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The fact that those reforms do not appear to have 
diminished the kinds of asymmetric evaluations of evi-
dence we have illustrated in our post-2000 cases sug-
gests at least three possibilities. One is that the reforms 
have only been partially implemented (for example, it is 
very rare that appraisals do make explicit all uncertain-
ties and assumptions despite guidance in many insti-
tutions that they are obliged to do so); a second is that 
the reforms were not sufficient to ensure that appraisal 
bodies function in ways that are sufficiently independ-
ent from political and industrial influence; and a third is 
that the problem may partly lie elsewhere, for example, 
in regulatory appraisal cultures that have long embodied 
permissive, non-precautionary approaches to analysis. 
All three possibilities are simultaneously plausible, and 
useful responses might include full implementation of 
regulatory guidelines on being accountably explicit about 
uncertainties and assumptions; and procedural recogni-
tion that scientific regulatory appraisals are irredeem-
ably partly constituted with normative judgments, and 
therefore, those need to be explicit, and ideally chosen 
by policy-makers, for example, in compliance with com-
mitments agreed at meetings of the Codex Alimentarius 
Commission, and set out in the Codex Procedural Man-
ual [16, 96].

Conclusions
Our purpose in this paper has been to identify whether 
the standards of scrutiny and evaluation deployed by 
regulatory officials and advisors differ for evidence indi-
cating that a product might be harmful and evidence 
indicating an absence of harm. Across four case studies, 
we identified different forms of evaluative asymmetry, 
and outlined hypotheses as to why regulatory institu-
tions, in different jurisdictions and at different times, have 
deployed asymmetric forms of evaluation. Our analysis 
and findings are important for several reasons.

One of these, as we have already argued, is that as a 
consequence of deploying one or more of the evalua-
tive asymmetries we have highlighted, opportunities for 
diminishing possible harm from the use of the products 
under appraisal are concealed. Our analysis suggests that 
if officials and advisors had adopted consistent stand-
ards of scrutiny and evaluation across positive and nega-
tive data then a conclusion of unambiguous safety would 
probably not have been reached regarding appraisals of 
the carcinogenicity of the Ethylene bisdithiocarbamates, 
non-target harm from a variety of Bt maize, the toxicity 
of Aspartame, or the genotoxicity of Glyphosate. How, 
exactly, regulatory understandings of the hazards or 
risk posed by those four products might otherwise have 
looked are unclear, but they would have been far less 
likely to have been deemed unproblematically safe. They 

would, therefore, have made explicit to policy makers 
responsible for acting on those understandings that regu-
latory options to diminish or eliminate exposure to those 
products, or seek alternatives, were legitimately available.

Another reason is that the types of evaluative asym-
metry we have identified are not only anti-precautionary, 
some are also scientifically defective. They are scientifi-
cally defective, because they violate indispensable sci-
entific requirements for making valid inferences and 
reaching well-founded conclusions. This is important but 
also revealing, because it highlights some of the ways in 
which groups of scientists recruited to serve policy-mak-
ers can violate some of the basic norms of professional 
science.

A final reason why our analysis is important is that 
questions about the existence, extent and explanation for 
evaluative asymmetries in regulatory institutional struc-
tures and procedures have only rarely been explored in 
the social science literatures concerned with understand-
ing social, political and cultural influences on the produc-
tion of regulatory-scientific knowledge claims. Evaluative 
asymmetries have often been identified in research into 
how the chemical, pharmaceutical, tobacco and food 
industries themselves produce and interpret evidence 
[24, 27, 28], but far less attention has been directed at 
the behaviour of regulatory institutions. Partly that has 
been because many of the institutions operate in ways 
that are at least partly opaque. Furthermore, scrutinis-
ing the behaviour of ostensibly science-based policy-
making processes require social scientific research skills 
and an adequate comprehension of the underlying scien-
tific issues, a combination that is not possessed by most 
social scientists. In practice, much of the research has 
been accomplished by social-scientifically sophisticated 
natural scientists and by environmental and public health 
NGOs, who have uncovered many of the inconsistent 
ways in which positive and negative evidence have been 
evaluated within regulatory institutions [60, 97–99].

Our analysis has focused on evaluative asymmetries, 
but whilst we highlight this form of asymmetry, because 
we judge it to be important, we are not suggesting that 
it is the only important kind of asymmetry. As we noted 
earlier, numerous other kinds value-laden choices must 
be deployed or accepted within appraisals, for instance 
when deciding on the scope of assessments, the ques-
tions to ask, and the design of empirical studies. Such 
judgments can often be made in ways that structure 
in asymmetries in the treatment of nominally posi-
tive versus nominally negative evidence within apprais-
als [19, 36, 38]. Furthermore, wider asymmetries in 
power and policy-making will also affect knowledge 
production. For example, Cranor [37] noted that actors 
with a strong interest in continuing to sell and use 
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potentially harmful products tend to be well-organised 
and resourced, whereas those who might be harmed by 
those products tend to much more diffuse, less organised, 
and often unaware of the threats that they face. Those 
kinds of asymmetries in the political constituencies with 
a stake in appraisals and regulation mean that, amongst 
other things, there are few incentives for industrial cor-
porations, and often governments, to produce knowledge 
about environmental and health threats. We recommend 
that research should evolve to include a broad portfolio 
of studies of wider sets of asymmetries in and impinging 
on technological risk regulatory institutional structures 
and procedures. This paper is intended as a partial con-
tribution to that larger project.
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